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SECTION I

INTRODUCTION

Skin friction and heat transfer can be significantly larger for

turbulent flow over a rough surface as compared to an equivalent

turbulent flow over a smooth surface. Many surfaces of engineering

interest are rough in the aerodynamic sense. Examples of systems for

which surface roughness is an important concern are reentry vehicles,

missiles, stores carried externally on high performance aircraft,

ships' hulls, turbines, heat exchangers, piping networks and

atmospheric flows. In light of this broad applicability, there is a

significant engineering interest in the development of accurate

predictive models for fluid mechanics and heat transfer in turbulent

flow over rough surfaces.

1. BACKGROUND

Given the geometry of an object immersed in a flowfield, a speci-

fication of the freestream flow conditions, and a geometrical descrip-

tion of the roughness of the system surfaces, an analyst or designer

would like to at least predict the surface shear distribution, the heat

transfer distribution and the total drag. In the past, most of the

research effort was to develop computational methods for various

geometries with smooth surfaces, and the roughness problem has received

relatively little attention. However, many systems of engineering

interest have surfaces which are aerodynamically rough. Therefore, if

the flow parameters mentioned above are to be predicted, computational

procedures to model the effects of rough surfaces must be developed and

proven by comparison with well-documented data sets.

Schlichting (1936) experimentally investigated the fluid dynamics

of this type of problem. He related his skin friction results on a

range of well-described rough surfaces to the previous results obtained

by Nikuradse (1933) for sand-roughened pipes through definition of an

equivalent sandgrain roughness, k.. In subsequent surface roughness

effects investigations, workers used these results of Schlichting and



the equivalent sandgrain roughness concept to analyze their experi-

mental data and to develop analytical models for use in predictive

methods. Over the years, several correlations (Dvorak, 1969; Simpson,

1973; Dirling, 1973) were developed which produced a value of k. for a

rough surface when certain geometrical descriptors were known. These

correlations were all intimately tied to the original ks results of

Schlichting.

Over the past decade or so, a predictive approach called the

discrete element method, which does not use the equivalent sandgrain

roughness concept, has been used with varying degrees of rigor by

several groups of researchers (Adams and Hodge, 1977; Finson and Wu,

1979; Finson and Clark, 1980; Lin and Bywater, 1980; Finson, 1982;

Coleman, Hodge and Taylor, 1983; Taylor, Coleman and Hodge, 1985). Such

approaches rely on empirical input to calibrate the roughness models.

Up until the present time, the experimental results of Schlichting

(1936) have remained the only data sets which included the effects of

well-defined roughness element shape, size and spacing on skin fric-

tion. However, during a recently completed research program (Coleman,

Hodge and Taylor, 1983) we discovered that Schlichting had made errone-

ous assumptions during his data reduction which had significant effects

on the data which he reported. The reevaluation of Schlichting's data

(Coleman, Hodge and Taylor, 1984) showed that his skin friction results

were too large by amounts ranging up to 73 percent and that his re-

ported values of ks were too high by amounts ranging from 26 percent to

555 percent. These findings caused some consternation since practi-

cally all work since the 1930's on surface roughness effects relied

significantly on either the skin friction or k. results as originally

reported by Schlichting.

As described in detail in the journal article (Coleman, Hodge and

Taylor, 1984), Schlichting tested fully developed flow in a rectangular

channel of 40-mm height and 170-mm width. The top wall was rough, and

the bottom and side walls were smooth. Schlichting made two

assumptions which significantly affected the originally reported values

of friction coefficient. He neglected the contribution of the shear

stresses on the smooth side walls to the pressure drop in the channel

thus overestimating the apparent shear on the rough wall. When he used

2
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the law-of-the-wall to recover a friction coefficient, he used an

arbitrary choice of effective wall location for the rough wall which

bore no relationship to the effective location required to attain the

assumed value of the slope in the logarithmic region of the velocity

profiles. The corrected values recommended in the reference were

determined from Schlichting's pressure drop measurements and with the

shear on the side walls taken into account.

In the research program mentioned above, a discrete element pre-

diction approach for two-dimensional, nonisothermal turbulent boundary

layer flow over a rough surface was derived from first principles

(Taylor, Coleman and Hodge, 1985). Any such approach requires empiri-

cal input to calibrate the roughness model (much as empirical informa-

tion was necessary to calibrate the turbulence models used in all

Reynolds-averaged turbulent flow calculations). In the discrete ele-

ment approach, experimental data were required to calibrate both a

roughness element drag coefficient (CD) model and a roughness element

Nusselt number (Nud) model. The corrected data of Schlichting for

surfaces with spherical, spherical segment and conical roughness ele-

ments of various size and spacing was used for the initial calibration

of the CD model. One heat transfer data set from the series of experi-

ments at Stanford University (Healzer, 1974; Pimenta, 1975; Coleman,

1976) on a rough surface comprised of spheres of a single size packed

in the most dense array was used for the initial calibration of the Nud

model.

From these research efforts, there evidently exists a critical

need for accurate, precise, comprehensive data sets on both the heat

transfer and the fluid dynamics in turbulent flow over well-defined

rough surfaces. This research program was designed to investigate the

effects of surface roughness element size, spacing and shape on fric-

tion factor in fully developed flow over a wide range of Reynolds

numbers.

3
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SECTION II

EXPERIMENTAL APPARATUS

This section presents a description of the experimental apparatus.

The data reduction equation is presented, and the instrumentation and

measurement procedures are discussed along with the uncertainties

associated with the measurements. The qualification of the test rig is

then presented.

1. DESCRIPTION

The closed-loop water tunnel, shown in Figure 1, has been con-

structed to experimentally investigate the effects of surface roughness

on friction factors in fully developed pipe flow. The system can be

operated over a range of pipe Reynolds numbers from about 10,000 to

600,000.

The pump and motor for the tunnel are located on a spring-mounted

concrete base to isolate induced vibrations. The inlet and outlet of

the pump are connected to flexible hoses in a further attempt to iso-

late the pump and motor vibrations from the rest of the system.

After exiting the pump the water enters a 2.44-m (8-foot) long,

50-mm (2-inch) diameter clear PVC pipe. In this clear section the flow

can be visually inspected to insure that there is no swirl superimposed

on the flow (early in this investigation a honeycomb flow straightener

was used but then abandoned; this is discussed later). This inspection

was done as the air was bled from the tunnel after initially filling it

with water. That is, during the first few minutes the circulating

water contained air bubbles. The flow did not exhibit any swirl as the

air bubbles passing through the clear section moved linearly with no

superimposed angular motion.

Connected to the clear PVC pipe is one of the 2.44-m (8-foot) long

test sections, shown in Figure 2. Each section has a nominal diameter

of 50-mm (2-inch) and is made of two fiberglass halves. In each half,

molded silicone sheet test surfaces are glued into the test section. So

that the pressure drop can be measured, there are 12 pressure taps

evenly spaced at 203.2-mm (8-inches) along the test section. These

4
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taps are brass tubing with an outside diameter of 1.59-mm (1/16-inch)I

and an inside diameter of 0.79-mm (1/32-inch). Using a specially

designed guide and cutter, techniques were developed so that very

repeatable holes were cut in the silicone sheets to finish the pressure

taps. With the pressure tap holes cut, the two halves were bolted

together and the test section was ready to be placed in the water loop.

The silicone skins mentioned above are the means by which a rough

surface is created for each test section. These skins are precision

molded 203-mm (8-inch) by 81-mm (3.2-inch) silicone sheets. The de-

sired roughness pattern, say hemispheres spaced four diameters apart,

is molded on the skin at the same time that the skin is molded. This

process allows a large number of roughness elements to be precisely and

easily attached to the test section wall. All skins used in this

project were manufactured according to the procedures described by

Holden (1983).

After exiting the test section, the flow passes through one of two

turbine meters. The turbine meters measure the volumetric flowrate of

the water. The meters are valved manually and chosen depending on the

desired Reynolds number range.

The flow then returns to the inlet of the pump; however, since the

temperature of the water tends to increase from the pump work, a por-

tion of the flow Is dumped and cooler make-up water is added. The

make-up water passes through a pressure regulator and a 50-micron

particulate filter before entering the system.

2. DATA REDUCTION EQUATION

The wall shear stress for steady incompressible fully-developed

pipe flow can be written as

AP D
w 4 AX

The friction factor is defined as

f - (2)

2
Puave/ 2

7



Recalling that for pipe flow the average velocity is Uave - 4Q/irD2 ,

substitution of equation (1) into (2) yields the data reduction

equation for this experiment:

W2 AP D5 1
f 2 2 (3)

32 p AX

3. INSTRUMENTATION AND MEASUREMENT PROCEDURE

The measuring devices used in this investigation were a thermis-

tor, two turbine meters, and three differential pressure transducers.

The thermistor, a temperature sensitive resistor, was used to measure

the water temperature so that the water density and viscosity could be

determined. The turbine meters output a square wave signal whose fre-

quency is proportional to the volumetric flowrate. A 25-mm (1-inch)

diameter turbine meter covered the lower range of Reynolds numbers,

10,000 to 100,000; while the upper range, 100,000 to 600,000, was

covered by a 75-mm (3-inch) diameter turbine meter. The differential

pressure transducers output a dc voltage which is proportional to the

pressure difference between a pair of pressure taps 406.4-mm

(16-inches) apart on the test section. Three transducers were used to

cover the range of pressure drops encountered in this investigation.

The details of the calibration of these transducers are given in Appen-

dix A.

In addition to these measuring devices, a Scanivalve fluid switch

wafer was used to switch the differential pressure measurement from one

pair of pressure taps to another pair. Also, the pump speed (and thus

the Reynolds number) was controlled by an eddy current clutch between

the 11.2-kW (15-hp) electric motor and the water pump.

The thermistor, turbine meters, pressure transducers, fluid

switch, and eddy current clutch were all linked to a Hewlett Packard

3054A Automatic Data Acquistion/Control System (ADACS) and Hewlett

Packard 9000 model 220 microcomputer.

The procedure used to obtain a data point (f and Re) was as fol-

lows. Considering Re - pDuave/Ij and equation (3) for f, five measure-

ments are required: water temperature, to obtain p and 1j; test section

8



diameter, D; flow rate, Q; pressure drop, AP; and pressure tap spacing,

AX. The temperature and the flow rate are measured using the thermis-

tor and turbine meters discussed above. The diameters of the test

sections were measured and are reported in Appendix C. The pressure

drop is determined by measuring the pressure difference between two

static taps spaced AX - 406.4-mm (16-inches) apart. The 2.44-m (8-foot)

test section was divided into 10 of these AX's by plumbing the

Scanivalve fluid switch to place across the differential pressure

transducer tap 1 vs. 3, tap 2 vs. 4, tap 3 vs. 5, etc.

Although fully developed smooth wall pipe flow exists at the

junction of the inlet section and the test section, slight

misalignments might cause an entry effect. In addition, the flow

requires several diameters to adjust to the test section roughness.

Therefore, the first two AP's (the first 500-mm or 10 diameters) are

not used in determining friction factors. Using the remaining down-

stream AP's, eight values of f are then computed and averaged to give

the reported value. The Reynolds number is actually the average of the

one computed before the pressure scan and the one computed after the

scan. These two values are separated by about 5 minutes and differed
only by a small amount (< 2 percent).

4. UNCERTAINTIES

The uncertainties associated with the measurements made are as

follows:

temperature ± 0.20C (± 0.360F)

flowrate ± 1.25 percent

pressure drop ± 1.5 percent

diameter ± 0.74 percent

length AX ± 0.05 mm (0.002 inch)

The resulting uncertainty in the friction factor is ± 4.7 percent. The

uncertainty in the diameter is the major cause of the uncertainty in

the friction factor. This is caused by the dependence of the friction

factor on the fifth power of the diameter as shown in equation (3). The

uncertainty in the Reynolds number is ± 1.5 percent. The data points

plotted in the figures correspond approximately in size to the measure-

ment uncertainty in the friction factor at ± 4.7 percent. There is,

9



however, no implied reference to the uncertainty in the Reynolds num-

bers in the size of the plotted data points. A more detailed uncer-

tainty analysis is presented in Appendix B.

5. TEST RIG QUALIFICATION

To qualify this experimental apparatus, a bare wall test section

and a test section with smooth silicone skins were run repeatedly so

that the smooth wall data generated by this water tunnel might be

compared to existing smooth wall data.

An excellent source of smooth wall pipe data is the exhaustive

compilation of data prepared and presented by Drew, Koo, and McAdams

(1932). The results of their survey (plotted as 4 times the friction

factor, f) are given in Figure 3. In all, 1328 data points were re-

ported, with all but a few falling within a ± 5 percent band. They

reported the best line through the friction factor data to be

0.125
f- 0.00140 + ReO 3 2  (4)

which yields essentially the same smooth wall line as the Swamee-Jain

correlation, Hodge (1985):

0.25/4
f. [log(5.74/ReO. 9 )] 2  (5)

The bare wall data generated by the Mississippi State University

(MSU) water tunnel are plotted in Figure 4 and given in Appendix C in

Table C-i. These data fall within the ± 5 percent data scatter exhib-

ited in the compilation of Drew, et al. (1932). This close agreement

with such a large volume of smooth wall data indicates the validity of

the MSU instrumentation and data reduction procedures, thus moving the

experimental program through the qualification phase and into the

production phase of this research project.

The runs plotted in Figure 4 and the other runs presented in this

work include replications made on different days as well as

replications made with the test section reversed. That is, the exit

end of the test section was made the entrance end for the reverse run.

10
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One of these orientations was arbitrarily labeled north while the other

was labeled south. With the flow entrance noted as north, friction

factor data was taken for a series of Reynolds numbers. The section was

then reversed, the flow entrance now being south; data was taken at

Reynolds numbers that would fall between those of the northern replica-

tion. No preference should be assumed for the north or south designa-

tions.

The data generated using the test section with the smooth silicone

skins are plotted in Figure 5 and given in Table C-?. The data of

these replications fall above the t 5 percent band of the Swamee-Jain

smooth wall line. This is not surprising since the addition of the

glue and tne silicone sheets to the test section produced a surface

that was not as smooth as the surface finish of the bare fiberglass

section. Also, seams resulted at the joints between two silicone

sheets. This created small transverse ridges every 203-mm (8-inches)

down the test section. The effects of this added roughness on the

friction factors is more pronounced at the higher Reynolds numbers as

seen in Figure 5.

Unfortunately only two replications (both north) using the smooth

skin test section could be made. The skins were destroyed when the

honeycomb flow straightener previously mentioned came dislodged and

passed through the test section. From this point, the flow was visu-

ally inspected for swirl during each start-up as mentioned above and a

flow straightener was no longer used.

The data obtained using the bare wall section and the smooth skin

section are presented together in Figure 6. Although the friction

factors at the higher Reynolds numbers of the smooth skin section fall

above the bare wall data, the two sets belong to the same family of

data.

13
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SECTION III

UNIFORM ROUGHNESS RESULTS

This section presents the experimental friction factor data sets

generated at MSU for nine different uniform roughness geometries. The

discrete element roughness model developed by Taylor, Coleman, and

Hodge (1984, 1985) is introduced, and the resulting equations are

presented. The friction factor predictions obtained from the discrete

element model are then compared to the MSU experimental data.

The general shapes of the hemispherical and conical roughness

elements used in this experimental program are shown in Figure 7.

The nominal and measured values of the geometrical parameters used in

describing these uniformly rough surfaces are presented in Table 1.

These parameters characterize the test surfaces discussed in this

section. The descriptors A-i, B-2, etc. assigned to each surface as

given in Table 1 are used merely out of convenience since actually

three parameters (element shape, size, and spacing) distinguish the

surfaces tested.

1. LARGE HEMISPHERES

Three surfaces with large hemispherical roughness elements were

tested. Each surface was made up of hemispheres with a nominal base

diameter do = 2.54 mm (0.100 inch) and a nominal height k = 1.27 mm

(0.050 inch). The roughness elements of the three surfaces were spaced

2, 4, and 8 base diameters apart, respectively. Figure 8 contains

individual plots of the three large hemispherical element data sets

demonstrating the effects of the north and south replications previ-

ously discussed. The curves in the plots represent the laminar and

turbulent friction factor relations for smooth pipes. They are

included in most plots in this report for reference.

The data set for surface A-I (L/do . 2) is presented in tabular

form in Table C-3, and is plotted in Figure 8a. It contains 66 data

points taken during three replications. The north and south

replications blend well, indicating that this test section has no

direction dependency.
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The data set for surface A-2 (L/do = 4) is presented in Figure 8b

and also tabulated in Table C-4. This data set includes 52 data points

taken in two replications. This test section also appears not to have

a direction dependency as the north and south replications agree very

well.

The data set for surface A-3 (L/do = 8) is tabulated in Table C-5

and plotted in Figure 8c. It contains 60 data points taken during four

replications. Unlike the two previously discussed surfaces, the A-3

data shows a sensitivity to test section orientation. The friction

factors produced by the northern replications are about 10 percent

greater (at the larger Reynolds numbers) than those of the southern

replications. This general trend was observed to a lesser degree for

the sparsest element density (L/do = 8) of both the cones and the small

hemispheres. As was shown in Figure 4, the bare wall test section did

not exhibit this behavior. Unfortunately no southern replications were

made using the smooth silicone surface before it was destroyed.

The silicone surfaces of all of the test sections were carefully

inspected to insure that none of the individual roughness elements were

obstructing a pressure tap. This particular test section did not

appear to be any different from the other test sections. Although not

fully explained, this phenomenon was very repeatable. The A-3 data

plotted in Figure 8c is made up of two northern replications, each

taken 1 month apart, and two southern replications, each also taken I

month apart; there is no discernable difference between the northern

replications and none between the southern replications.

The relative magnitudes of the friction factors for the three

large hemisphere spacings can be seen in Figure 9. At the larger

Reynolds numbers, the A-i (L/do 2) data are about 5 times greater

than the smooth wall correlation values, the A-2 (L/do - 4) data about

2.7 times, and the A-3 (L/do . 8) data about 1.5 times. The A-i surface

produced the largest friction factors of this experimental study.

Figure 10 shows, for the three surfaces with large hemisphere

roughness, the variation of nondimensional roughness height, k+, with Re,

where k+ . ku*/v, and u* is the friction velocity, UaveV/f7 2. This

nondimensional value is a measure of the height of the element in the

inner region coordinates commonly used in turbulent flow analyses.
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Figure 10 shows that for the A-3 surface k+ varies between 20 and 750

and for the A-i surface between 30 and 1250. The thickness of the

viscous sublayer for flow over smooth surfaces is usually taken to be

y ÷ 5 in these nondimensional inner region coordinates.

2. CONES

Three surfaces with truncated conical roughness elements were

tested. Each of these surfaces was made up of truncated cones with a

nominal base diameter do - 2.54-mm (0.100-inch) and a nominal height k =

1.27-mm (0.050-inch). The roughness elements of the three surfaces were

spaced 2, 4, and 8 base diameters apart, respectively. Figure 11

contains individual plots of data sets from the three conical element

surfaces with the replications for the north and south test section

orientations distinguished from one another.

The data set for surface A-4 (L/do = 2) is presented in Table C-6

and in Figure 11a. This data set includes 32 data points taken during

two replications. The north and south replications are in very good

agreement indicating that this test section did not have a sensitivity

to orientation.

The data set for surface A-5 (L/do = 4) is tabulated in Table C-7

and plotted in Figure 11b. It contains 30 data points taken in two

replications. The data from this test section did not exhibit any

direction dependency.

The data set for surface A-6 (L/do = 8) is presented In Table C-8

and plotted in Figure 11c. This data set includes 33 data points taken

during two replications. Orientation effects, though present, are much

smaller in magnitude than those demonstrated by the large hemispherical

roughnesses.

The relative magnitude of the friction factors for the three

conical spacings are plotted in Figure 12. At the larger Reynolds

numbers, the A-4 (L/do - 2) data are approximately 5 times greater than

the smooth wall correlation values, the A-5 (L/do = 4) data about 2.6

times, and the A-3 (L/do . 8) data about 1.6 times.

Figure 13 shows the nondimensional roughness height, k+, versus

pipe Reynolds number. This figure shows that for the A-6 surface, k+

varies between 20 and 725 and for the A-4 surface between 30 and 1200.
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3. SMALL HEMISPHERES

Three surfaces with small hemispherical roughness elemrnnts were

tested. Each of these surfaces was made up of hemispheres with a nomi-

nal base diameter do = 1.27 mm (0.050 inch) and a nominal height

k - 0.64 mm (0.025 inch). The roughness elements of the three surfaces

were spaced 2, 4, and 8 base diameters apart, respectively. Figure 14

contains individual plots of data sets from the three small hemispheri-

cal element surfaces with the replications for the north and south test

section orientations distinguished from one another.

The data set for surface B-i (L/do = 2) is given in Table C-9 and

is plotted in Figure 14a. This data set includes 29 data points taken

during two replications. The data from this test section do not show

any sensitivity to orientation.

The data set for surface B-2 (L/do = 4) is tabulated in Table C-10

and plotted in Figure 14b. It contains 31 data points taken in two

replications. The north and south replications blend very well; and

so, this test section did not have any orientation dependency.

The data set for surface B-3 (L/do = 8) is given in Table C-11 and

is plotted in Figure 14c. There are 30 data points taken during two

replications included in this data set. This surface does however

exhibit a difference between the northern and southern replications, as

was the case with the two other L/do = 8 surfaces (A-3 and A-6). The

northern replication produced friction factors approximately 10 percent

greater (at the higher Reynolds numbers) than those of the southern

replication.

The relative magnitude of the friction factors for the three small

hemisphere spacings can be seen in Figure 15. At the larger Reynolds

numbers, the B-i (L/do = 2) data are about 4.5 times greater than the

smooth wall correlation values, the B-2 (L/do = 4) data about 2.3

times, and the B-3 (L/do = 8) data about 1.4 times. The B-3 surface

produced the smallest friction factors of the rough surfaces tested in

this experimental study.
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Figure 16 shows a graph of nondimensional height k+, versus pipe

Reynolds number. From the figure it is seen that for the B-3 surface

k+ varies between 10 and 300 and for the B-i surface between 15 and

575.

1!. FURTHER COMPARISONS

It is interesting to make some further comparisons between the

surfaces with different geometries (large hemispheres versus cones,

large versus small hemispheres, etc.).

The friction factors for the surfaces with large hemispherical

elements and for the surfaces with conical elements are plotted in

Figure 17 for the roughness spacings of 2, 4, and 8 base diameters. The

hemispherical elements produced slightly larger friction factors,

though at the higher Reynolds numbers the values associated with each

surface are essentially the same within the data uncertainty. This

result is somewhat surprising to the authors. While the large hemi-

spheres and the cones have essentially the same height and aspect ratio

(do/k), their projected areas differ by 35 percent. Figure 18 shows a

comparison of a large hemispherical element and a conical element. The

projected area for the large hemisphere is 2.50-mm2 (0.0039-inch 2) and

that for the cone is 1.85-mm2 (0.0029-inch 2 ).

The friction factors for the large and small hemispherical rough-

ness elements for the three spacings of 2, 4, and 8 base diameters are

compared in Figure 19. The L/do 0 2 data for the large hemispheres are

about 15 percent greater than the small hemisphere values, and the L/d 0

S4 data about 20 percent greater. The wide data scatter at the higher

Reynolds numbers exhibited by the two L/do = 8 surfaces is due to the

difference between the northern and southern replications of both

surfaces, as discussed above.

It is also interesting to examine the influence of roughness size

on the friction factor without the superimposed effects of the element

density (the number of elements per unit area). This is shown in

Figure 20 where the friction factors for the L/do = 2 large hemispheri-

cal surface are compared with those of the L/d 0 = 4 small hemispherical

surface. These two surfaces have the same element density since the

roughness elements have different base diameters. The friction factors
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Figure 18. Comparison of the Projected Area of a Large
Hemisphere and a Conical Roughness Element.
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for the large hemispheres are about 2.3 times greater than those for

the small hemispheres. This effect is also shown in the figure for the

L/do . 4 large hemisphere data and the L/d 0 - 8 small hemisphere data.

In this instance the large hemisphere friction factor data are about 2

times greater than the small hemisphere data.

5. THE DISCRETE ELEMENT MODEL

The discrete element model presented in this work is formulated

for roughness elements with three-dimensional shapes (as opposed to

transverse ribs, for example) for which the element cross section can

be approximated as circular at every height, y. The physical effects

of roughness on the flow field are modeled by considering the blockage

effect of the roughness elements and the drag forces which the rough-

ness elements exert on the fluid. In the following, attention is re-

stricted to roughness elements of uniform shape and spacing. The case

of axisymmetric fully developed internal flow in a pipe of radius R as

presented below is a simplified extension of the equations for steady

(Reynolds-averaged), two-dimensional turbulent boundary layer flow over

a rough surface as derived by Taylor, Coleman, and Hodge (1984, 1985).

The momentum equation is

- d [T du] dP 1 u2 d(y)0 - - [rBy(1 l - ax- D , 2
R-y dy y dy dx 2 (R-y)L 2 /R

where Ox = ay = 1 - (wd 2 (y)/4L2 ).

The parameters $X0 6y, and d(y) were determined solely from the

roughness element geometry given in Table 1 with no empirical input

required. For the uniform arrays previously discussed the

cross-sectional diameter, d(y), is the same for all of the elements at

a given y-location.

As in Taylor, et al. (1984, 1985), the "wall shear stress" is

defined as the sum of the shear and drag forces on the wall in the mean

flow direction divided by the plan area of the wall. The corresponding

friction factor can then be written as
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du 2 1
-- (pdCDu 2 )dy

y)w dy w 2 o (R-y)L 2 /R D2 o ((7)

1 2
-- PUavP

To solve equation (6) an eddy viscosity turbulence model for PT

and a roughness model for CD were required. Turbulence closure was

achieved using the Prandtl mixing length formulation with van Driest

damping as suggested by Kays and Crawford (1980). That is, near thp

wall

= du (a
Pmdy

where

am = 0.4Oy[1 - exp(-y+/26)]

and

PT = 0.40 pR+/6 (8b)

in the core region. The boundary between expressions 8a and 8b is

taken to be where they give the same value of VT. This model was not

modified to include roughness effects since the physical effects of the

roughness on the flow are included explicitly in the differential

equations.

Taylor, et al. (1984, 1985) chose to formulate the CD model as a

function of the local element Reynolds number

Re u(y)d(y) (9)
Red(

which includes roughness element size and shape information through

d(y). This model is given by
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log CD - - 0.125 log(Red) + 0.375 ; Red < 6 x 104

CD - 0.6 ; Red a 6 x 104 (10)

For the conditions covered in this experimental program, the

largest predicted value of Red was about 17,000 as calculated for the

densest spacing of the large hemispheres.

With the closure models formulated, equation (6) was solved using

an iterative, implicit finite difference technique. Details of this

procedure are presented by Taylor, et al. (1984).

6. DISCRETE ELEMENT MODEL PREDICTIONS

The following is a comparison between the experimental friction

factor data generated at MSU and the friction factors calculated using

the discrete element model of Taylor, et al. (1984, 1985). We should

emphasize that no empirical information from data taken using the rough

surfaces in this program was input into the discrete element model.

Rather, the only information required for these discrete element pre-

dictions was the measured roughness geometry of the surfaces (presented

in Table 1), the pipe diameter, the fluid properties, and the water

flowrate.

The comparison of the predictions with the friction fa, :r data of

the large hemispherical roughnesses is shown in Figure 21. Inspection

of the figure shows very good agreement for the three element spacings.

The predicted values of friction factor are slightly high over most of

the range of data for surfaces A-I and A-2 (L/do = 2 and 4, respec-

tively). The measurement uncertainty of ± 4.7 percent associated with

the experimental friction factors is approximately represented by the

size of the data point symbols in the figures presented in this work.

This reference shows that the maximum disagreement between the pre-

dicted and measured friction factors is 10 percent. The prediction of

the friction factor data for surface A-i trails off slightly at the

very low range of reported Reynolds numbers. This was typical behavior

of the predictions for the densest element spacing, L - 2do, of the

surfaces presented in this work.
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Figure 22 shows the comparison between the predicted and the

measured friction factor data of the conical roughness elements. The

agreement is excellent. The predicted trend for surface A-4 (L/do = 2)

tends to trail off at the low end of reported Reynolds numbers.

The friction factor data from the small hemispherical elements is

compared to the discrete element predictions in Figure 23. Overall the

agreement is again excellent. The trend predicted for surface B-I

(L/do = 2) at the lowest Reynolds numbers behaves like that for sur-

faces A-1 and A-4 shown in Figures 21 and 22, respectively.

Figure 24 shows predictions and friction factor data for the A-2

(large hemisphere, L/do = 4) and the A-5 (cone, L/do = 4) surfaces.

This comparison is made as a follow-on to the surprising observation in

Figure 17 that the friction factor data for the hemisphere roughness

and the cone roughness were essentially the same. Inspection of Figure

24 reveals that the cone predictions are somewhat lower than the hemi-

sphere predictions; however, the difference between the predictions is

of the order of the uncertainty of the data.

7. TRANSITIONALLY AND FULLY ROUGH FLOWS

For pipe flow the traditional definition of a fully rough flow is

one for which the friction factor is no longer a function of Reynolds

number, but is only a function of the roughness. For boundary layer

flows and other developing flows, this definition is no longer applica-

ble and some other character of the roughness must be used to delimit

aerodynamically smooth, transitionally rough, and fully rough flows.

In the past, the value of the so-called roughness Reynolds number,

Rek = u*ks/v (11)

was used. However the equivalent sandgrain roughness, ks, is a some-

what contrived single-length-scale roughness discriptor, which has been

abandoned in the discrete element approach.

An alternate candidate suggested by Taylor, et al. (1985) is

RT = TR/TT , (12)
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the ratio of the apparent wall shear stress due to form drag on the

roughness elements to the total wall shear stress. They proposed,

based on data available at the time, that

R( < 0.05 - 0.10, aerodynamically smooth

0.05 - 0.10 < RT < 0.80 - 0.90, transitionally rough

R > 0.80 - 0.90, fully rough.

The values of R calculated from the predictions presented earlier

are shown in Figures 25, 26, and 27 for the surfaces with large

hemispheres, cones and small hemispheres, respectively. Based on these

calculations and the friction factor data presented earlier, the

authors suggest that a value of R. . 0.60 might be considered an

appropriate boundary between the transitionally and fully rough

regimes.
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SECTION IV

PSEUDORANDOM ROUGHNESS RESULTS

This section presents the experimental friction factor data

generated at MSU for two pseudorandom roughness geometries. The imple-

mentation of the discrete element model for the pseudorandom roughness

geometries of this section is discussed. The friction factor predic-

tions obtained from the discrete element model are then compared to the

experimental data.

The general shapes and geometrical parameters of the hemispherical

and conical roughness elements that make up the two nonuniform surfaces

discussed in this section are the same as presented in Figure 7. The

nominal and measured values of these geometrical parameters used in

describing these two surfaces are presented in Table 2.

1. MIXTURE 1

The surface of Mixture 1 was made up of large hemispheres and

cones. Both of these roughness elements had a nominal base diameter
do = 2.54-mm (0.100-inch) and a nominal height k = 1.27-mm

(0.050-inch). The roughness elements were spaced 4 base diameters

apart. Figure 28 illustrates the configuration of the large

hemispheres and cones that make up the surface of Mixture 1.

The data set for Mixture 1 is presented in Table C-12 and plotted

in Figure 29. It contains 32 data points taken during two

replications. This test section does not appear to have a direction

dependency as the north and south replication agree very well.

2. MIXTURE 2

The surface of Mixture 2 was made up of large hemispheres and

cones, and small hemispheres and cones. The large hemispheres and

cones had the same nominal base diameters and heights as those of

Mixture 1 given above. The small hemispheres and cones had a nominal

base diameter do0  1.27-mm (0.050-inch) and a nominal height k =

0.64-mm (0.025-inch). The elements were spaced 10.16-mm (0.400-inch)

apart. The element spacing can not be given in terms of element base

48
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diameter as two different element base diameters are present on this

surface. Figure 30 illustrates the roughness element configuration of

this surface.

The data set for Mixture 2 is presented in Figure 31 and also

given in Table C-13. This data set includes 31 data points taken in

two replications. This test section does not appear to have any direc-

tion dependency as the replications of the north and south orientations

agree within the data scatter.

3. DISCRETE ELEMENT MODEL FOR RANDOM ROUGH SURFACES

An adaptation of the discrete element model has been proposed by

Taylor, et al. (1985) for three-dimensional (as opposed to rib-type)

roughness of random shape, height and spacing.

Equation (6) is reformulated as

O d d dP0 - - [r B ( 1 - " ) -1 - 0
R-y dy y dy dx

1 pu 2  N(y)
2 CDidi (y) ,(13)

2 (R-y)L 2 /R I C )

where

N(y)

8x =a y 1 -I di 2 (y)x 4(R-y)L 2 /R i=I

The parameter N(y) is the number of elements which penetrate a level y

in a given wall area L2; di(y) is the diameter associated with each of

these elements. The area L2 must be large enough to contain a

statistically representative sample of the surface. The other

parameters are defined as they were in equation (6).

The friction factor is defined in a form similar to equation (7)

0
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( du I (y N(y)

du) +~ - u 2( CDidi)dY
)L o (R-y /R (14)

1 2
2 PUave

This model should apply to any surface for which the surface can

be described as a collection of isotropic elements. In the following

this model is applied to the nonuniform surfaces of Mixture 1 and

Mixture 2 to test its capabilities of accounting for the variation of

size and shape.

4. PREDICTIONS FOR THE PSEUDORANDOM ROUGHNESS CASES

The experimental friction factor data for the pseudorandom rough

surfaces and the friction factors calculated using the discrete element

model are compared in Figures 32 and 33. The comparison of the predic-

tions with the friction factor data of Mixture 1 is shown in Figure 32.

The agreement is excellent over the entire range of Reynolds numbers

tested. Similarly, the comparison of the predictions with the friction

factor data of Mixture 2 is shown in Figure 33, and again the agreement

over the entire range of Reynolds numbers is excellent.

The values of the roughness parameter, R., calculated from the

predictions are shown in Figure 34 for the surfaces of Mixture 1 and

Mixture 2.
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SECTION V

CONCLUSIONS AND RECOMMENDATIONS

As stated in the introduction, the objective of this project was

to obtain comprehensive data sets which investigate the effects of

surface roughness element size, spacing and shape on friction factor in

fully developed flow over a wide range of Reynolds numbers. The moti-

vation for this project is the fact that the only other comprehensive

data set, Schlichting (1936), was in error as shown by Coleman et al

(1984). In particular Schlichting's friction factors were in error as

much as 73 percent. Such data sets are necessary for the calibration

and verification of predictive models.

This objective has been accomplished. Friction factor data were

collected for 12 surfaces. One of these cases was a smooth surface,

nine were uniform rough surfaces, and two were nonuniform or

pseudorandom rough surfaces. The data for each of these surfaces was

collected at test section Reynolds numbers which ranged from 10,000 to

600,000. This combination covered the entire range of aerodynamically

smooth, transionally rough, and fully rough flows. Some particular

observations are given below.

The discrete element model as calibrated with the corrected

Schlichting data, Coleman et al (1984), predicted friction factors

which were in very good agreement with the data for all of the surfaces

in this project. These computations were true predictions since they

were based solely on surface geometry descriptions and previous model

calibrations. Of particular interest is the excellent agreement of the

predictions with the data for the two nonuniform surfaces.

One surprising outcome of the friction factor data analysis was

the fact that the hemispherical roughness and the conical roughness

with the same spacing and aspect ratio had the same friction factors.

This result was surprising to the authors because the projected frontal

area of a hemisphere is 35 percent larger than that of a cone.

No direct comparisons (in the sense of friction coefficient data

plotted on the same figure in the same coordinates) are possible

between the data from this research program and the corrected or
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uncorrected data of Schlichting. Geometric similarity is lacking

between the pipe and channel configurations, and no defensible

definition of a rough wall hydraulic diameter can be made for the

rectangular channel with 1 rough and 3 smooth walls. The results from

the predictions with the discrete element method do indicate, in an

indirect manner, that the data from this research program and the

corrected data of Schlichting are in agreement.

Based on the results of this project, it is recommended that

friction factor data be taken for surfaces with well documented random

roughness. Here well documented means complete statistical

description. Also, it is recommended that the computational

development be continued to extend the discrete element model to

prediction of flow over randomly rough surfaces.
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APPENDIX A

PRESSURE TRANSDUCER CALIBRATION

This appendix presents the procedures used to calibrate the three

differential pressure transducers used in this experimental study. The

curvefits obtained from these calibrations are presented along with an

estimate of the uncertainty associated with these curvefits.

1. LOW-RANGE TRANSDUCER

The 0- to 0.522-kPa (0.08-psi) Validyne differential pressure

transducer, Model P305D, was calibrated with a Meriam water

micromanometer, Model 3 4 FB2TM, accurate to ± 0.0254-mm (± 0.001-inch)

of H2 0. A U-tube manometer filled with increasing amounts of water was

used as the constant pressure source.

The calibration data consisted of 12 data points which were

curvefit with a linear expression. This curvefit expression is

P - 0.1103(V-Z)

where

P is the pressure in kPa,

V is the transducer voltage signal in volts, and

Z is the transducer zero voltage shift in volts.

A composite plot of the calibration data and the resulting

curvefit is given in Figure A-i. The best estimate of the uncertainty

associated with the curvefit is ± 1.0 percent at a 95 percent confi-

dence level.

2. MID-RANGE TRANSDUCER

The 0- to 8.62-kPa (1.25 psi) Validyne differential pressure

transducer, Model P305D, was calibrated using the water mlcromanometer

arrangement discussed above and a mercury filled U-tube manometer. The

micromanometer was used to take calibration data over the lower 30

percent of the transducer's range; while the upper 70 percent of the

range was covered using the mercury manometer. A charged air tank with

a pressure regulator was used as the constant pressure source during
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the calibration. A cathetometer was used to measure the change in

height of the mercury column to the nearest 0.05-mm (0.002-inch). The

corresponding pressure was then converted from mm Hg to kPa.

A piece-wise quadratic curve gave the best curvefit results. One

curve used just micromanometer data for an output voltage signal less

than 0.5 volts, and the other curve used micromanometer and mercury

manometer data for an output voltage signal equal to or greater than

0.5 volts. The first curve was based on 9 data points, and the second

was based on 63 data points. The curvefit expressions are

P = -0.08501(V-Z) 2 + 1.84779(V-Z), V < 0.5 volts

P = -0.00241(V-Z)2 + 1.72678(V-Z), V a 0.5 volts

where

P is the pressure in kPa,

V is the transducer voltage signal in volts, and

Z is the transducer zero voltage shift in volts.

A composite plot of the calibration data and the resulting

curvefits is given in Figure A-2. The best estimate of the uncertainty

associated with the curvefits is ± 1.5 percent at a 95 percent confi-

-dence level.

3. HIGH-RANGE TRANSDUCER

The 0- to 55.16-kPa (8.0-psi) Validyne differential pressure

transducer, Model P305D, was calibrated using the mercury filled U-tube

manometer arrangement and procedure discussed above. The calibration

data consisted of 29 data points which were curvefit with a linear

expression. The curvefit expression is

P - 11.4505(V-Z)

where

P is the pressure in kPa,

V is the transducer voltage signal in volts, and

Z is the transducer zero voltage shift in volts.

A composite plot of the calibration data and the resulting

curvefit is given in Figure A-3. The best estimate of the uncertainty

associated with the curvefit at a 95 percent confidence level is ± 1.0

percent.
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APPENDIX B

UNCERTAINTY ANALYSIS

This appendix presents the best estimate of the error associated

with the friction factor and with the Reynolds numbers. It presents in

detail the uncertainties associated with each measured quantity and how

those uncertainties combine to affect the final estimated error.

The data reduction equation for this experiment is

72 AP D5 1
f = Q2 (B-i)

32 p AX Q

The uncertainty in the friction factor is given by

(6f)2  (_ 6Ap)2 6+) ( pJ + -6D)2 _ AX)2 + -( 6 Q)2. (B-2)
aAP ap aD 3AX 3Q

After taking the required partial derivatives and rearranging terms,

the expression for the uncertainty in the friction factor becomes

-- (-~~) 2 +(-) 2 + 2 5 (- + ( )~2 + 4 (_3 2 (B-3)
f AP p D AX Q

The propagation of the individual uncertainties in equation (B-3)

is carried out according to the 1986 ANSI/ASME Standard on Measurement

Uncertainty, PTC 19.1.

1. PRESSURE DIFFERENCE UNCERTAINTY

The pressure difference is measured with a transducer that outputs

a dc voltage which is proportional to the pressure drop in the test

section. There is an error in the pressure measurement associated with

the pressure transducer and there is also an error from the ADACS's

accuracy In measuring a voltage. The total error in the pressure meas-

urement is therefore,
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(.AP)2 =(6AP)2 6AP~y (B-~4)
AP AP transducer tP ADACS

The pressure transducers were calibrated to ± 1.5 percent of reading

(the details of the calibration are given in Appendix A). This trans-

ducer uncertainty is a bias error. The ADACS is set up to measure the

pressure drop 100 times, and then to use the mean value of the pressure

drop in the data reduction equation. The precision error becomes neg-

ligible with this many readings of the pressure drop.

The uncertainty in the ADACS's voltage measurement is ± 0.007

percent of the reading plus ± 0.0002 percent per °C deviation from a

room temperature of 23 0 C (73 0 F). Assuming that the control room in

which the ADACS is located is maintained at 26 0 C (780F), the total

uncertainty in the ADACS reading is ± 0.0076 percent of the voltage

measurement. While this error can be assumeu to be all bias error, it

is negligible when compared to the bias error associated with the

pressure transducer.

And so,

. = + 1.5 percent,

AP B

6AP
(-P) ± 0.0 percent
AP p

2. DENSITY UNCERTAINTY

The density of the water is a function of the water temperature.

A standard curvefit expression from the American Chemical Society, CRC

Handbook of Chemistry and Physics (1979), for water density is:

a + bT *cT2 + dT 3 
+ PTý + fT 5

p(kg/m3) =(B-5)

1 + gT
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where

a = 999.83952,

b = 16.941576,

c = -7.90070401 x 10-3,

d = -46.1704610 x 10-6,

e = 105.5630200 x 10-9,

f = -280.542530 x 10-12

g = 16.87985000 x 10-3, and

T is in 0C.

The uncertainty in the water density is

(62 = (; T)2 , (B-6)

and the required partial derivative is

ap (1+gT)(b+2cT+3dT 2 +4eT3 +5fT4 )-(a+bT+cT 2 +dT 3 +eT4 +fT 5 )G

(1T#+gT)
2  (B-7)

The value of the partial derivative evaluated at a nominal water tem-

perature of 27 0 C (800F) is -0.2751 kg/m 3 -oC. And now all that is

needed to calculate the uncertainty in the density is the uncertainty

in the temperature, 6T.

However, the temperature of the water is measured with a thermis-

tor; and therefore, the temperature is a function of resistance. The

uncertainty in the temperature is a function of the uncertainty in the

thermistor, the uncertainty In the resistance to temperature curvefit,

and the uncertainty in the ADACS's resistance reading, or

= (6T)2 thermistor + (ST) 2curvefit + (6T) 2ADACS (B-8)

The manufacturer of the thermistor gives the uncertainty in the

thermistor reading as ± 0.20 C (± 0.360F), and gives the uncertainty in

the supplied curvefit as ± 0.020 C (± 0.0360F). The temperature uncer-

0 tainty due to the resistance, R, reading of the ADACS is
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(6T)2ADACS a(T- 6R)2  (B-9)

The functional relationship between resistance and temperature is

T - b -c (B-10)

where

a = 5844.7364,

b = -5.7061806

c =55.670391,

and T is in OC and R is in ohms.

The required partial derivative is

3T -a

aR R(EnR - b) 2 "(-11)

Substituting the partial derivative into equation (B-8) yields

(6T)2 [ -a 6R.2
( DT) S - (%nR - b) 2 R (B-121

The uncertainty in the resistance value is ± 0.01 percent. A nominal

value of the water temperature is 27 0 C (800F) which corresponds to a

resistance of 45,563 ohms. The uncertainty in the ADACS's temperature

reading is then

(6T)ADACS = ± 0.0360C (± 0.0650F).

The error in the thermistor reading (± 0.200C) was assumed to

consist of both bias and precision errors of ± 0.19 0 C and ± 0.060 C,

respectively. While the errors in the curvefit and the ADACS's res1s-

tance reading were both taken as bias errors, these errors could be

calibrated out assuming that the appropriate standards were available.
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However, in light of the relative magnitudes of the three bias errors
there is no need for calibrating out the errors in the curvefit of the

ADACS's resistance reading.

Therefore

(6T)B = (0.192 + 0.022 + 0.0362) or

(6T)B = ± 0.190C (± 0.340F),

and

(6T)p = ± 0.060 C (± 0.10 0 F).

Now that the uncertainty in the temperature is known, the uncer-

tainty in the density can be calculated from equation (B-6),

(60)B 2 = (0.2751 kg/m 3 -oC x 0.19oC) 2

(6B= 0.0523 kg/m 3 (0.0336 lbm/ft 3 )

and

(0p p2 (0.2751 kg/m 3 -oC x 0.060C) 2

(6p)p =0.0165 kg/m 3 (0.0103 lbm/ft 3 ).

Assuming that a nominal water temperature is 27 0 C (800F), the corre-

sponding density is 96.79 kg/m 3 (62.22 lbm/ft 3 ); and so the density

uncertainties in percentage form are

(6p = ± 0.054 percent 6and (-3 = ± 0.017 percent
P P PP

3. TEST SECTION DIAMETER UNCERTAINTY

The diameters of the test sections were measured directly using a

micrometer. Twelve measurements (six from each end of the test sec-

tion) were taken from each of the twelve test sections. Based on these

144 measurements, an average diameter was 51.51-mm (2.028-inches). The

precision error associated with the diameter measurement based on two

standard deviations was 0.005-mm (0.0002-inch).
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The bias error was estimated as 0.381-mm (0.015-inches), and is

due to the variations in the thicknesses of the silicone skins along

the length of the test section. These variations are present because

of inconsistencies in the skins themselves and because of the method by

which the skins are glued to the test section wall. Since the skins

are made of silicone, they are very pliable and can be inadvertently

stretched when being bonded to the test section. Any misalignment of

individual roughness elements from skin to skin is assumed to average

out and have a negligible effect.

And so the errors in the diameter expressed in percentage form are

c5D 6D

(--) = ± 0.74 percent and (--) - ± 0.01 percent
DB P

4. AX UNCERTAINTY

The distance between pressure taps is the AX quantity in the data

reduction equation. The taps were drilled in the test section at

203.20-mm (8.000-inches) apart using a carefully machined steel jig

with predrilled holes. The bias error in the distance between the taps

was estimated as ± 0.025-mm (± 0.001-inch); this bias error dominates

the precision error, and so the precision error is negligible. The

uncertainties in percentage form are

"(•-)B ±0.013 percent and (A-) ±0.0 percent
AX B AX

5. FLOWRATE UNCERTAINTY

The turbine meter outputs a squarewave frequency that is propor-

tional to the flowrate as

Q - k • frequency.

And so the uncertainty in the flowrate is composed of transducer error

and ADACS error;

((LQS2 _ .Q)2 , (B-15)

transducer Q ADACS
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The manufacturer of the turbine meter gives the errors as

± 0.75 percent of reading - linearity, and

± 0.10 percent of reading - repeatability.

The former is predominately bias error while the latter is precision

error. The manufacturer also gives an uncertainty in the proportional-

ity constant, k, as ± 5 percent, but for research applications the

value of k for an individual meter is determined before the meter is

shipped. This more exact k value was estimated to have an uncertainty

of ± 1.0 percent. It was assumed that this uncertainty is a bias error.

The uncertainty in the ADACS's reading of the frequency is ± 0.02

percent. This error was assumed to be bias as it could be calibrated

out; however, this is unnecessary as this error is negligible.

Therefore

ý-- 2 (0.75%)2 . (1.0%)2 (0.02%)2

B

(1.25 percent,

and

() = ± 0.10 percent.
QP

6. PROPAGATION OF ERRORS

Finally the bias in the friction factor is

(LI) 2 ( (.) 2 .()2 +25 +L) 4 (.-S.)2 + 1)

f B AP p D Q AX

or

(L_[12 - (1.5%)2 + (0.054%)2 + 25(0.74%)2 + 4(1.25%)2 + (0.013%)2

B

(L-2B = 2.25 + 0.0029 + 13.69 + 6.25 + 0.0002

f7B
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which is

(•--I - ± 4.71 percent.
fB

Likewise the precision error in the friction factor is

(-Lf2 =(A2.)2 - 25 +-I) - (AL.)2
f p P D Q

or

(f)2 - (0.017%)2 + 25(0.01%)2 + 4(0.10%)2
f P

(-ýLf)2 - 0.0003 + 0.0025 + 0.04

f P

which is

(-L') = ± 0.21 percent.
fP

Combining the final bias and precision errors in the friction

factor by the root sum square yields

6f(•-) = ± 14.72 percent.

It is worth noting that the largest contributor to the uncertainty

in the friction factor is the error in the measurement of the diameter.

However the error in the diameter cannot be greatly reduced because of

the nature of the silicone sheets.

7. REYNOLDS NUMBER UNCERTAINTY

The friction factor Is normally plotted as a function of the

Reynolds number; and since the Reynolds number is calculated from the

measured parameters in the experiment, it is important to examine the

uncertainty associated with it. The Reynolds number written as a

function of volumetric flowrate is

S4'pQ
Re - 4 . (B-16)
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The uncertainty in the Reynolds number is then

(6Rel 2 _ (AP)2 , (_.)2 , (_LQ)2 , (LP)2 (B-17)
"Re p D Q V

The uncertainties in the density, diameter, and flowrate were

previously calculated. The viscosity, like the density, is a function

of the water temperature. A standard curvefit expression from the

National Bureau of Standards, as given in the 1979 CRC Handbook of

Chemistry and Physics, for the viscosity is as follows

V(N-s/m2 ) - 1.002 x 1 0-3( 1 0 a) (B-18)

where

- 0.001053T2 
- 1.2851T + 26.1228

a-
T + 105

and T is in °C.

And so the uncertainty in the viscosity is

(s") = (-L" 6T) 2

DT

where

-0.00472 N-s/(m2 -oC)

Recalling that

(6T)B = t 0.200 C (± 0.360 F) and

(6T)p = ± 0.060C (± 0.100F)

then

(6U)B - 3.82 x 10- 6 N-s/m2  and

(6p)p - 1.14 x I0- 6 N-s/m2 .
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The viscosity at a nominal water temperature of 270C (800F) is 851 x

10-6 N-s/rn2. So the uncertainties in percentage form are

A~) - ± 0.~45 percent and () =±0.13 percent.
1A B 1

The uncertainties in the Reynolds number are

6Re 6Re
,!-Re 1.52 percent and (L-) =±0.17 percent,

Re B Re

and combining these bias and precision errors by the root sum square

yields

(A-e ± 1.53 percent.Re
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APPENDIX C

TABULATION OF EXPERIMENTAL DATA

This appendix presents the data for the 13 surfaces tested in this

experimental program. The data, given in Tables C-I through C-13,

include the Reynolds numbers and the corresponding friction factors.

The standard deviation of the mean value of the friction factor is also

presented. This value was determined by

5

sm - -" (C-I)

where

s - 1 1 (fi - f)2 1l 2

and N = 8 for every data point. The value of sm presented in the

following tables has been rounded up to 1 for all cases where sm S 1.

In addition, the water temperature and flow rate are given. The

diameters of each of the test sections are given in Table C-14.

The following is a summary of the nomenclature used in the data

listings.

Re Reynolds number

f Friction factor

sm Standard deviation of the mean friction factor, percent of f

T Temperature, OC

Q Flow rate, m3 /hr.
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Table C-1

Bare Wall Test Section Data

North Orientation Unknown Orientation

Re f s T Q Re f s T Q

11600 0.00664 4 25.1 1.5 11900 0.00791 4 25.2 1.6

13400 0.00587 3 25.5 1.8 15000 0.00711 3 25.4 2.0

15700 0.00550 3 25.1 2.1 21900 0.00642 1 25.4 2.9

17200 0.00605 3 25.6 2.3 28?00 0.00M02 I 25.4 3.8

21300 0.00656 3 25.2 2.8 37800 0.00570 2 25.S 4.9

23900 0.00571 2 25.5 3.1 50800 0.00538 2 25.4 6.5

28700 0.00598 2 25.2 3.8 60200 0.00512 2 25.7 7.8

3150 0.00557 2 25.7 4.2 72400 0.00488 2 26.1 9.3

38800 0.08586 2 25.3 5.1 00e0 0.00505 3 24.9 10.6

42600 0.00534 2 25.7 5.6 94500 0.00459 2 25.0 12.5

55800 0.00503 2 25.7 7.3 105600 0.00449 2 25.1 14.4

71100 0.00485 2 25.7 9.2 129800 0.00433 2 25.2 17.1

75100 0.00481 2 25.8 9.7 150200 0.00426 3 25.2 19.7

95000 0.00456 2 25.5 12.4 175400 0.00405 3 25.3 23.0

100800 0.00449 2 25.1 13.3 226400 0.00377 3 25.5 29.6

128000 0.00427 2 25.3 16.8 295900 M.80353 4 25.7 38.5

134580 0.00423 2 25.0 17.8 375800 0.00341 4 26.2 48.5

174500 0.00417 3 25.4 22.8 427700 0.00331 4 26.8 54.3
180400 0.00395 3 25.0 23.8 505280 0.•0325 5 27.6 62.9

234680 3.00391 3 25.7 30.5
24E000 0.00369 3 25.1 32.4
317E00 0.00358 4 26.0 41.0

3315E0 0.00357 4 25.4 43.3

432500 0.00333 5 26.5 55.2

South Orientation

Re f s T Q

1450 0.00652 10 25.2 1.9

19400 0.00670 2 25.3 2.6
21900 0.00543 3 25.3 2.9
34980 8.00576 2 25.4 4.6

39S00 0.00858 1 25.4 5.2
45080 0.00564 2 25.5 5.9

48000 0.08570 2 25.6 6.3
81500 0.00490 2 25.4 10.7

112500 0.00454 3 25.3 14.8

153500 0.00426 3 25.5 20.1
208080 0.00409 4 25.8 27.0

280E50 0.00371 5 26.0 36.2
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Table C-2

Molded Smooth Silicone Skin Data

North Orientation

Re f S T Q

13500 0.00733 8 25.1 1.8
18000 0.00722 9 25.1 2.3
23900 0.00667 3 25.1 3.1
M010 0.00570 1 25.2 3.9
31900 0.00617 3 2S.1 4.1
39900 0.00581 2 25.2 5.2
42800 0.00555 2 25.2 S.S
49600 0.00570 1 25.3 6.4
56100 O.00552 2 25.4 7.2
60000 0.00555 1 25.5 7.7
71200 0.00527 2 25.8 9.1
74900 0.00S14 2 25.8 9.6
75500 0.00529 1 24.5 9.9
79500 0.00523 2 26.0 10.1
99600 0.00500 1 24.8 13.0
99800 0,00489 2 25.0 13.0
134400 0.004E4 2 25.1 17.4
179800 0.00465 2 25.2 23.3
246100 0.00416 3 125.3 31.8
331400 0.00401 4 25.6 42.5
447500 0.00408 7 26.6 56.2
603600 0.003-88 7 28.0 73.5
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Table C-3

Large Hemispherical Roughness Data
Surface A-1 (Lid f 2)

North Orientation South Orientation

Re f s T Q Re f s T Q

11600 0.02029 1 25.1 1.5 13500 0.02054 1 26.3 1.7
13500 0.02051 25.3 1.7 18000 0.02038 1 26.2 2.3
15300 0.02063 1 25.0 2.0 23900 0.01956 1 26.3 3.0

17800 0.02017 1 25.3 2.3 32000 0.01904 1 26.3 4.1
20500 0.02031 1 25.0 2.7 42700 0.01858 1 26.4 5.4
236800 0.01969 1 25.3 3.1 56000 0.01808 1 26.5 7.1
27500 0.01556 1 25.0 3.6 74500 0.01893 2 26.4 9.4

32000 0.01890 1 25.4 4.1 76100 0.01776 26.8 9.S

37200 0.01882 I 25.0 4.9 99500 0.01828 2 26.3 12.6
43000 0.01829 1 25.4 5.5 120100 0.01715 1 26.3 15.2
49400 0.01834 1 25.1 6.4 135100 0.01716 2 26.3 17.1

56400 0.01782 1 25.6 7.3 1448M0 0.01713 2 26.4 19.3

64E00 0.01785 1 2S.2 8.4 153400 0.01702 2 26.4 19.4
75600 0.01757 1 25.9 9.6 174800 0.01711 2 26.4 22.1
86500 0.01871 2 24.7 11.3 2095E0 0.01723 2 26.5 26.4
96800 0.01812 2 25.7 12.7 234700 0.01725 2 26.6 29.5

108000 0.01789 1 24.3 14.3 274800 0.01792 2 26.7 34.4

119200 0.01742 2 25.5 15.4 279100 0.01732 2 26.8 35.0
1264C0 0.01731 2 24.2 16.8 374700 0.01805 2 27.3 46.4
133000 0.01740 2 25.4 17.3
139100 0.01728 2 24.2 18.4
144203 0.01710 2 25.4 18.6

14750C 0.01725 2 24.2 19.6
152300 0.01704 2 25.4 19.7
16265O 0.01713 2 24.3 21.5
1751@0 0.01710 2 25.5 22.6
191700 0.01716 2 24.3 25.4
209900 0.01687 2 25.6 27.0
22230 0.01659 2 24.4 29.3
233700 0.01703 2 25.6 30.0
254400 0.01714 2 24.5 33.5
279700 0.01715 2 25.8 35.8
3N020U 0.01715 2 24.8 39.3
320700 0.01ES3 2 26.2 40.7
32U800 0.01690 2 25.1 41.7

321200 0.01678 2 26.2 40.8
322400 0.01697 2 25.0 42.0
353603 0.01676 2 25.5 45.6
381500 0.01674 2 26.6 47.9
416700 0.016710 2 26.3 52.7
440500 0.01649 2. 27.2 54.6
48050 0.01647 2 27.2 59.6

I.
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Table C-4

Large Hemispherical Roughness Data
Surface A-2 (L/d 4)

North Orientation South Orientation

Re f s T Q Re f sm T Q

13500 0.01258 2 27.8 1.7 117080 .01245 3 25.4 I.5
17900 0.01193 1 28.2 2.2 15500 0.01180 3 25.4 2.0

24oz0 0.01125 1 28.3 2.9 20400 0.011S0 3 25.4 2.6

31900 0.01117 2 28.4 3.9 27600 0.01121 4 25.4 3.6

427N0 0.01063 2 28.6 5.1 37000 0.01069 4 25.5 4.8

56300 0.01013 2 28.7 6.8 49500 0.01039 5 25.6 6.4

74600 0.01005 3 28.9 8.9 65200 0.01814 5 25.8 8.3
91100 0.01003 2 28.5 11.0 85000 0.010M6 5 25.6 1@.S

59100 0.00E89 2 26.0 12.6 108900 0.00551 5 25.4 14.1

999Z0 0.00993 2 28.5 12.0 127600 0.00533 6 25.4 16.5

11S4eO 0.00958 3 27.5 14.6 13600 0.00505 5 25.4 17.9

I33600 0.00958 3 25.8 15.3 147300 0.00891 5 25.4 39.0

13500 0.O0O41 3 25.7 17.3 164400 0.00978 6 25.5 21.2

145100 0.00906 2 25.6 18.6 191300 0.00S63 6 25.5 24.6

I3sCOo 0.COS6S 2 25.6 19.7 220Z00 0.00,6E8 6 25.5 28.3

174500 0.006E4 3 25.6 22.4 255100 0.0£,58 6 25.7 32.7

2096E0 0.0089 3 25.6 26.9 299700 0.0•SE4 7 25.9 38.3

233430 0.00873 3 25.6 30.0 322403 0.00649 7 Z6.0 41.0

260730C 0.00E69 4 25.8 35.9 3S2503 0.00867 7 26.3 Z4.5

319200 0.00H0O 4 26.0 43.7 353100 0.00653 7 26.2 44.8

319200 0.U0651 4 26.0 40.7 4110C0 0.00673 7 26.3 51.9

375900 0.0S557 4 26.5 47.3 413400 M.e$54 7 26.5 51.9
37970 0.0N559 4 26.3 4S.1 47250a 0.00975 7 27.2 58.7

4327C0 0.M0656 4 26.8 54.2 5314C0 0.0H670 7 27.9 55.0

475NC0 0.200E4 4 26.5 54.7
5077C0 0.00N52 4 27.4 62.6
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Table C-5

Large Hemispherical Roughness Data
Surface A-3 (L/d = 8)

0

North Orientation South Orientation

Re f s T Q Re f s T Q

IIEC3 0.010 8 5 25.7 1.5 IIE2O 0.CCc56 2 25.S 1.5
13ZC0 0.N'SS8 3 24.0 1 .8 1537 0. _120 7 2 25.S 1.7
15720 0.20873 7 Z5.7 2.3 13403 0.. 145 3 45.7 1.7
18220 0..H887 2 24.6 2.4 15820 0.20'75 1 26.5 2.0
28c20 0.Ce$50 2 25.8 2.7 IEC20 3.00288 2 Z5.z 2.3
23K'0 0.e822 2 25.0 3.1 2: C60C 0.228_32 2 28.5 2.6
27ZC,0 0.L7CECS 2 25.7 3.6 24220 0.02e28 2 2S.8 .1

322,20 0.20754 1 25.3 4.1 27E80 0.037E) 3 G.5 3.5
37220 0.00777 2 25.7 4.8 321,3 0.C"777 3 25.7 4.1
43220 0.e745 I 25.4 5.6 37C2O 0.0074S 3 26.5 4.7
438'0 0.00725 2 25.8 8.3 43CC3 0.20726 4 25.7 S.5

88020 0.03713 2 2S.4 7.2 491i0 0.2,3707 4 28.5 6.2
85103 2.22652 2 26.3 8.3 S5400 3.38535 5 25.3 7.2
7S820 C.CESTE 2 25.6 9.8 E4B7C O..CEE8 5 285. 8.1
I50C0 3.22E72 2 26.4 10.8 784C2 0.28ES 6 Z6.1 8.6
S 58E8'03 D.22E57 3 25 .3 12.8 E54,3 0.02.-44 5 28.7 10.8

i18420 2.C2EE5 3 25.7 14.8 5I20 2.ZCE13 7 2S.8 12.7
I1571C 0.22833 3 25.3 14.8 117C2C 0.2,2555 8 Z8.5 14.7

-13450C 0.,82zo 3 Z5.2 17.4 132C3 0.2CC7T 3 28S.7 17.2
134723 0C.5284 3 24.8 17.6 1345e3 3.25ES3 8 28.7 17.3
158220 ..22823 3 25.7 20.0 ISs1c3 0.22578 8 28.5 1;.s
1783:E2 0.2288s 4 25.1 23.4 I82223 C.E E258 2S.7 2 .1
212420 4 .2$78 4 28,7 27.0 213-23 0I.2 3 13 28.7 08.4
24572 0.C22.S83 5 28.2 31 .9 24S320 O.22514 11 25. Zi.8
2•432 .0. 72 S 25 8 I5 ZE420 3.2C2523 12 26.' 28.7
3348,3 S.2583 S 25.4 43.2 333823 3.CC2:7 12 25. 42.S
338120 3.32282 5 28. 43.8a 358020 .0243'7 • 13 2"7K :0.0
•45480 0.22853 6 26. 8 7.8 451320 0.2034 14 2.-5. 53.7

513202 0,.20432 5 23,- 52.3
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Table C-8

Conical Roughness Data
Surface A-6 (L/d 8)

North Orientation South Orientation

Re f sm T Q Re f sm T Q

13400 0.00859 2 27.6 1.7 11700 0.01020 2 26.1 1.5
18000 0.00839 2 27.5 2.2 15600 0.00854 2 26.2 2.0
23800 0.00797 2 27.4 2.9 20200 0.00810 2 26.2 2.6
31800 0.00760 2 27.5 3.9 27S00 0.00772 2 26.2 3.5
42600 0.00703 2 27.5 5.2 37200 0.00731 3 26,3 4.7
55900 0.00677 3 27.6 6.9 48900 0.00691 2 26.5 6.2
74600 0.00645 4 27.9 9.1 65300 0.00648 2 26.6 8.2
99400 0.00594 3 27.6 12.2 85600 0.00651 2 27.4 10.6

133200 0.005ES 3 27.4 16.5 116100 0.00593 3 26.4 14.7
134900 0.00559 3 27.5 16.6 116700 0.00601 3 26.2 14.8
160400 0.00540 3 27.5 22.2 155800 0.00573 3 26.5 19.6
196700 0.00521 3 26.7 24.9 210600 0.00531 3 26.7 26.4
2015C0 0.00515 3 27.5 24.8 283000 0.00516 4 26.9 35.3
245700 0.00493 4 27.5 30.3 386200 0.00509 4 27.3 47.8
330200 0.00488 S 27.8 40.4 521E60 0.00506 4 28.0 63.6
402700 0.00483 5 26.7 50.4

Table C-9

Small Hemispherical Roughness Data
Surface B-i (L/d = 2)

North Orientation South Orientation

Re f s T Q Re f s T Q

134e0 0.01603 1 25.5 1.7 11600 0.01427 1 26.4 1.5
1800 0.01549 1 25.5 2.3 i5703 0.01513 1 26.5 2.0
23E00 0.01577 1 25.5 3.1 20900 0.01537 1 26.5 2.7
31600 0.01572 1 25.5 4.1 28100 0.01563 1 26.5 3.6

42500 0.01565 1 25.6 5.5 37200 0.01569 1 26.6 4.7
56100 0.01545 1 25.7 7.2 49100 0.01549 1 26.9 6.2
74600 0.01514 1 26.0 9.6 650M 0.01518 1 27.1 8.2

99600 0.01529 1 25.7 12.9 85700 0.01575 1 28.0 10.5
135000 0.01420 2 25.6 17.5 115700 0.01489 1 26.9 14.5
179SC0 0.01406 2 25.7 23.3 157500 0.01400 1 26.9 19.8
24500 0.01401 2 25.8 31.6 209400 0.01409 26.9 25.3
3297C0 0.01418 2 26.3 42.0 2E8700 0.01411 1 27.1 36.2
331700 0.01413 2 26.1 42.5 385300 0.01423 1 27.6 47.7
451400 0.01426 2 26.9 56.8 387?00 0.01421 1 27.7 47.9

523200 0.01432 1 28.8 63.2
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Table C-1O

Small Hemispherical Roughness Data
Surface B-2 (L/d° 4)

North Orientation South Orientation

Re f s T Q Re f s T Q

13400 0.OZ989 3 25.5 1.7 11700 0.01113 5 26.2 I.S
17900 0.00931 4 25.5 2.3 15600 0.00947 4 26.4 ?.0
23700 0.00924 2 25.5 3.1 20900 0.30911 3 26.4 2.6
31900 0.00929 2 25.6 4.1 27700 0.00922 3 26.S 3.5
42E00 0.00912 2 25.6 5.5 37100 0.00910 3 26.5 4.7
55400 0.00855 2 25.7 7.1 49S00 0.00889 4 26.6 6.2
75360 0.00875 2 25.9 9.6 64200 0.00876 4 26.8 8.1

100300 0.00861 2 25.6 12.9 85200 0.00848 4 27.2 10.7
100700 0.00838 2 25.8 12.9 115100 0.00823 4 26.7 14.4

3_4200 0.00822 3 25.6 17.3 155E00 0.00766 4 26.7 19.6

17S5E0 0.00759 3 2S.7 23.1 208700 0.00737 5 26.7 26.2

245900 0.30742 3 25.7 31.5 284E60 0.00731 5 26.9 35.6
331300 0.00739 3 26.0 42.2 3N9U00 0.00712 6 27.3 48.2
452100 0.00732 3 26.6 56.8 389400 0.00715 6 27.3 48.2

455000 0.00722 3 26.8 57.0 518600 0.00714 6 28.1 63.1
613000 0.00723 3 28.0 74.7

Table C-Il

Small Hemispherical Roughness Data
Surface B-3 (L/d f 8)o

North Orientation South Orientation

Re f s T Q Re f s T Q

13400 0.30501 5 26.7 1.7 113N0 0.00S35 5 25.9 1.5
ieeco 0.00772 3 26.5 2.3 15400 0.00218 3 25.8 2.3

23C00 0.00735 4 26.7 3.0 20700 0.00709 5 25.8 2.7
31700 0.00726 4 26.7 4.0 27700 0.00E84 3 25.9 3.5
42E00 0.006E6 3 26.8 5.4 37100 0.00662 3 26.0 4.7
55700 0.00551 4 27.0 7.0 48900 0.00643 3 26.2 6.2
75100 0.00619 6 27.2 9.3 65000 0.00616 3 26.4 8.2

99000 0.00616 4 27.0 12.4 84500 0.00594 4 27.8 10.4

135200 0.00573 S 26.9 16.9 117M00 0.00559 4 26.3 14.8

136800 0.00G55 5 26.5 17.3 156300 0.00527 4 26.3 19.8

1601C0 O.00553 S 26.8 22.6 157100 0.00538 4 26.4 19.9

249703 0.00511 6 27.1 31.2 209400 0.00497 4 26.5 25.4

333700 0.00502 6 27.3 41.4 287600 0.00463 5 25.8 36.1
447600 0.00491 7 27.9 54.9 387000 0.004E3 6 27.2 48.2

5264C0 0.00446 6 28.0 E4.4
610PE0 0.00437 6 28.8 73.4
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Table C-12

Roughness Mixture I Data
Surface A-7

North Orientation South Orientation
Re f s T Q Re f s T Q

13SC0 0.01236 1 25.6 1.7 117C0 0.01233 2 26.1 1.5
17900 0.011770 25.6 2.3 15600 0.01215 2 26.2 2.0
239C0 0.08114 1 25.5 3.1 206C0 0.01133 2 26.2 2.6
31700 0.01101 1 25.6 4.1 27500 0.01108 2 26.3 3.5
42600 0.01C56 2 25.7 5.S 37100 0.01050 2 26.3 4.7
567@0 3.01022 2 25.8 7.1 4S400 0.01009 2 26.4 6.2
75700 0.00993 2 26.1 9.6 65100 0.00979 2 26.6 8.2
99600 0.00S68 2 25.7 12.8 85300 0.00962 3 26.4 10.8

1000H0 3.00S48 2 25.9 12.8 115100 0.00919 2 26.1 14.6
135200 0.00929 2 25.7 17.3 116200 0.00906 2 26.2 14.7
1I6036 0.00D60 2 25.7 23.2 156000 0.00845 2 25.8 20.0
245100 0.00652 2 25.8 31.4 211300 0.00832 2 25.7 27.1
3316e0 0.00851 2 26.1 42.2 286200 0.00826 2 25.9 36.5
449200 0.O0O42 3 27.0 56.0 385020 0.00825 2 26.5 48.5
456600 0.00E42 3 25.8 57.1 385400 0.00H18 2 26.4 48.7
6120C0 0.00833 3 28.4 73.9 525000 0.00S16 2 27.4 64.8

Table C-13

Roughness Mixture 2 Data
Surface B-4

North Orientation South Orientation

Re f s T Q Re f s T Qm m

13 0CO 0.I0,E4 I 25.9 1.7 11E03 0.00998 3 26.9 1.5
11C-0 0.01009 1 26.0 2.3 I1603 3.01013 1 26.9 2.0
24100 0.00595 1 26.0 3.1 20S00 0.00979 1 26.9 2.6
31E60 0.00928 1 26.1 4.1 27500 0.00919 2 26.9 3.5
42E00 0.00EE0 I 26.2 5.5 36600 0.00259 I 26.9 4.6
562C0 0.00866 1 26.3 7.1 49100 0.00655 1 27.0 6.1

751C0 0.00819 1 26.7 9.5 E4600 0.03E22 2 27.2 3.1
10020 0.030765 1 26.5 12.7 65900 0.005O6 2 27.6 10.6
1362-,0 0.00741 2 26.4 17.2 114600 0.00760 1 27. 14.3
136300 0.00753 2 26.5 17.2 11530a 0.00777 1 27.0 14.4
182000 0.00703 2 26.5 23.0 ISI0 0.00729 1 27.0 19.6
24490,0 0.0683 2 26.7 73.8 206600 0.0C676 2 27.1 Z6.1
332900 0.00675 3 27.0 41.6 265400 0.00661 2 27.2 -5.5
4504C0 0.C0663 3 27.7 55.4 3866C0 0.06E53 2 27.5 47.8
451000 0.00667 3 27.6 55.6 K26003 0.0049 2 2?.3 S4.3
616400 0.00643 4 28.9 74.0
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Table C-1 4

Test Section Diameters

Surface Diameter (mm)

Bare Wall 52.17

Smooth Silicone Skin 51.38

A-1 51.46

A-2 51.46

A-3 51.51

A-4 51.31

A-5 51.41

A-6 51.46

B-i 51.89

B-2 51.51

B-3 51.64

Mixture 1 51.46

Mixture 2 51.61
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